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Производственная практика проходила в период с 1 февраля 2023 года по 28 мая 2023 года. Во время прохождения производственной практики была сформулирована тема исследования для написания магистерской диссертации, поставлены задачи для дальнейшей работы в рамках выбранной темы.

Тема исследования в рамках прохождения производственной практики – «Исследование применимости нейронных сетей для прогнозирования временных рядов».

Актуальность выбранной темы исследования можно объяснить тем, что каждая прогностическая модель как правило строится на определенном наборе данных наблюдений с целью решения определённой задачи. Соответственно такая модель не всегда адекватно работает на другом наборе данных. Поэтому представляется разумным исследовать возможность применения нейронных сетей для построения универсальных прогностических моделей.

Прогнозирование временных рядов является одним из важнейших современных инструментов для исследования и анализа во многих областях. Временные ряды встречаются как в исследованиях, связанных с анализом окружающей среды, например, построение прогнозов погоды, прогнозирование процента примесей в атмосфере региона, моделирование динамики цен на ценные бумаги и индексы, планирование закупок товаров и многое другое.

Многие задачи, для которых имеются в наличии данные за достаточно продолжительные промежутки времени, можно автоматизировать и оптимизировать за счёт прогноза и его анализа. Прогноз не даёт точного результата, но может указать основные тенденции рядов данных, что само по себе оказывает значительную помощь во многих сферах.

Для анализа применимости этого относительного нового метода прогнозирования временных рядов на первых этапах работы были исследованы классические методы прогнозирования, основанные на статистических алгоритмах.

Целью работы в рамках производственной практики является продолжить изучение методов прогнозирования временных рядов, а также способов применения в этой области нейронных сетей и границ их применимости.

Была проведена большая работа по анализу отобранных ранее данных NASDAQ [7] и S&P500 [8] с 2010 по 2014 год.

В продолжение работы, выполнявшейся в первом семестре, были построены видоизмененные модели нейронных сетей на языке программирования Python.

В рамках выполненной работы были реализованы и протестированы статические модели SARIMA, ARCH, GARCH. Кроме того, были реализованы модели нейронных сетей RNN [3, 11], LSTM [3,4, 11] и GRU [3, 11].

Начата работа по анализу решающих деревьев. Решающие деревья воспроизводят логические схемы, позволяющие получить окончательное решение о классификации объекта с помощью ответов на иерархически организованную систему вопросов. Причём вопрос, задаваемый на последующем иерархическом уровне, зависит от ответа, полученного на предыдущем уровне. Подобные логические модели широко используются в экономике, а также во многих других областях: зоологии, минералогии, медицине и т.д.

Для верификации результатов был выбран ряд метрик, в которые входят MSE и MAPE. Для реализации моделей нейронных сетей была взята библиотека PyTorch.

Отчет по производственной практике был выполнен в период с 10 мая по 20 мая 2023 г.. В процессе прохождения производственной практики использовалась научная литература, представленная в списке использованных источников [1-11], а также материалы научно-практических конференций и статьи, опубликованные в профильных периодических изданиях.
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